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Nomenclature and Definitions

The spreadsheet is organized according to the observation type and the instrument(s) which provide that observation type.  For each instrument the table lists the observations produced by the instrument and the units, the accuracy, precision, temporal and spatial resolution, temporal reporting interval and spatial distribution of the observations.  It is useful to define each of these terms, especially accuracy and precision since they are often used interchangeably.

Accuracy

Accuracy refers to the proximity of an observation to the true value.  The measure of accuracy is the root-mean-square error (RMSE) which is equal to the square root of the mean-square-error (MSE), RMSE =
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Here E[•] denotes expectation:
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p(x) is the probability density function of the variable x, and µx = E[x] is the expected or mean value of x.  This definition of the accuracy includes the systematic bias (due perhaps to calibration errors) as well as the random errors due to instrument noise.  The bias error represents the average difference between the measured values and the true value
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Precision

Precision refers only to the repeatability of a measurement and is independent of the true value.  The measure of precision is the random error, which is defined as the standard deviation x of a series of N measurements about the mean µx:
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The factor of N-1 in the denominator is necessary to ensure that the standard deviation calculated from N samples is an unbiased estimate of the true standard deviation.

Uncertainty

We define uncertainty U as the range of probable maximum deviation of a measured value from the true value within a 95% confidence interval: Prob[x-U/2 < xtrue ≤ x+U/2] = 0.95, given a bias error bias and uncorrelated random errors random. (bias may be generalized to be the sum of the squares of various contributors to the bias and random the sum of the variances of the contributors to the random errors).  To determine the 95% confidence interval we use the Student’s t distribution: tn;0.025 ≈ 2, which assumes bias and random were determined from a reasonably large ensemble.  Then the uncertainty is calculated as twice the root-mean-square error:
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To illustrate this, consider a temperature sensor that is calibrated by repeated comparisons with a reference thermometer.  The values of the calibration parameters (derived perhaps from a polynomial fit of temperature and voltage) are used as calibration “constants”, but the variations in the repeated comparisons with the reference sensors translate into errors in the polynomial fit: the residual variance in the fit is a measure of bias, which must be added to the random error random to determine the uncertainty.

Resolution

Temporal and spatial resolution refer to the temporal or spatial “representativeness” of a measurement; that is, a measurement of x at time t and position z should be indicated as 
[image: image7.wmf](z±∆z, t±∆t) where ∆z and ∆t indicate, respectively, the region of space and time that 
[image: image8.wmf] represents.  Physically, the resolution results from the “smearing” associated with the response time or measurement volume of an instrument.  It can also represent the temporal or spatial averaging of measurements by subsequent data reduction.  Temporal and spatial resolution specify, respectively, the high-frequency or high-wavenumber cutoff of a low pass filter either inherent in an instrument or introduced by an averaging process to limit the range of frequencies and/or wavenumbers to those which a model is capable of representing.  Resolution is determined by the convolution of the true value xtrue with a weighting function w representing either the behavior of the instrument or of the averaging process:
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and the resolution ∆z (which may vary with z) is defined by
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The factor 12 is necessary so that a uniform weighting function of width T and height 1/T- (such as a simple time average) would have a resolution ∆t = T:
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and
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Parametric resolution (e.g. wavenumber resolution) can be similarly defined.

Temporal Reporting Interval and Spatial Distribution

The temporal reporting interval indicates how often a measurement is reported.  Although it is often the same as the temporal resolution (i.e. independent samples are collected) it is not necessarily so.  A one-hour “running mean” (i.e. 1-hr temporal resolution) may be reported at 10-min intervals, in which case successive observations are not independent.  Conversely, 10-min averages may be reported only once per hour, as is the situation with the Radio-Acoustic Sounding System (RASS).  Similarly, the microwave radiometer (MWR) reports 1-sec averages at 20-sec intervals.

The (vertical) spatial distribution is analogous to the temporal reporting interval, except that it also indicates the minimum and maximum altitude of the observations.  For active remote sensors such as radars and lidars, the vertical reporting interval usually matches the vertical resolution. For passive remote sensors such as the microwave radiometer profiler (MWRP), the vertical resolution is approximately proportional to the height above the ground but the vertical reporting interval is constant, which indicates that the reported values are not entirely independent of each other.

Radiometric Terminology

The radiometric measurements may be spectrally resolved or integrated over all wavenumbers (spectral or total) and directionally resolved or integrated over all solid angles (directional or global).  The term “radiance” refers to directional radiation;  “irradiance” refers to the component of radiance normal to the ground surface integrated over a range of solid angles.  Because we wish to distinguish between radiances integrated over the solar spectrum (visible + near infrared or “shortwave”) and the terrestrial spectrum (thermal infrared or “longwave”), we speak of the solar or shortwave irradiance and the infrared or longwave irradiance, respectively.  Additionally, the solar disk subtends only a small solid angle.  Thus we can distinguish between the direct solar irradiance  (integrated over the sun’s disk and over the solar spectrum), the global solar irradiance (integrated over the entire hemisphere of the sky and over the solar spectrum), and the diffuse solar irradiance – the difference between the global and direct solar irradiances.  The direct normal solar irradiance refers to the solar radiance incident upon a surface normal to the direction of the sun (rather than the component normal to the ground), integrated over the solar disk.  For consistency, we refer to the global infrared irradiance rather than simply the infrared irradiance.  The net irradiance is the difference between the total global irradiances from the upper hemisphere (containing the sky) and the lower hemisphere (containing the earth’s surface).
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