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Data Management Facility (DMF) Operations Plan
1.0 Scope

This document describes the operations activities that are performed at the DMF located at PNNL for the ARM program.  It does not authoritatively document software or its configuration although some details are included.  It establishes a baseline of expectation within the ARM management for the DMF.

2.0 Introduction

The DMF has evolved with the ARM program around the activities of VAP/ingest processing, data system development and remote site support.  The ARM program has matured, and with the division of Engineering and Operations the DMF’s role needs to be formalized within Operations.  While much of the remote site support have been incorporated into the SDS Operations group, the processing and management of data from all sites is still central to its focus.  The latest revisions of data system software have improved the automation of much of the processing.  However, VAPs still require a great deal of manual effort to run reliably.  Because of these and other issues some parts of the data flow suffer from occasional uncertainty.  As a centralized facility with experienced data operators, the DMF is ideally suited to monitor, manage, and prevent data interruptions.  With the close relationship to the developers the work to optimize the process will be smooth.

The operation of the DMF is composed of system maintenance and data maintenance issues.  This document begins with a description of the DMF, followed by a discussion of the data flow operations and then a listing of general operations issues.

3.0 Description

The DMF is the data center that houses several critical ARM services including first level data processing for NSA and TWP sites, VAP processing, development systems and other network services.  
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These functions are performed with a physical network and computing infrastructure that is composed of several Sun computers managed in a consistent manner.  All software that runs as part of the Production Data Flow is produced by the Engineering group and released according to the configuration management (CM) standards and the ARM BCR process.  

3.1 Architecture

The design of the DMF is based on a simple architecture.  The DMF is composed of a single flat Gigabit Ethernet network with a large NFS server providing file service to all of the computers.  This provides a location for storing all of the data as well as applications making all of the machines nearly clones of each other.  The computers are generally divided into 2 classifications of production and development.  Each computer fulfills a specific function from the pool of DMF services.  The DMF network is connected through a firewall directly to the ESNet gateway at PNNL.  This places the DMF network external to the PNNL firewall and network infrastructure.  This has certain advantages in establishing separate security policies from PNNL, and provides significant leverage for data delivery.

Like the software, the engineering group maintains the design and architecture of the DMF.  The DMF Operations maintains the systems and networks as designed by engineering.

3.2 Hardware

The hardware of the DMF is composed of two Cisco switches, a few Linux machines and several Sun Ultrasparc machines.  The actual list will vary slightly over time as functions are consolidated or expanded based on the needs of the various components.  For example, a specialized test machine may be setup prior to a major upgrade and after which could become a normal development machine.  The current list of machines and their functions is maintained by the system administration staff in a database.  The following table lists the hardware:

All of the Suns are maintained through the ARM jumpstart process, which provides for rapid reinstallation of any machine with an established and deliberate configuration.  This provides a mechanism for recovering from problems (hardware or hackers) and ensuring consistency in our system configurations.  

All of the systems, including the network equipment, are managed according to system administration best practices and the ARM Cyber Security Plan.  To facilitate offsite administration of the machines, all of the production machines have network accessible consoles via the console servers.  For security, the loghost is only accessible via its console.

	Environment
	Platform
	Host Name

	Production 
	Ultra2 
	Bionic

Left

Right

Fore

Long

Radius

	Development 
	Ultra10

Ultra10

Ultra2

Ultra2

Ultra2

Linux
	Fire

Cross

Yard

Raise

Strong

Mars

	Testing
	Ultra10
	Mutiny

	NFS
	Linux (bigstorage)
	prodnas/devnas

	Engineering
	Ultra10

Ultra10
	Task

Dis

	Science   
	Linux
	Copper

	Network
	Cisco

Cisco

Cisco
	4000

2950 (Gigabit switch)

2621 (100MB switch)

	Other
	Cisco 2511

Cisco 2511

Cisco 2511

Tymserve

Sparc20

Qualstar 4480
	Console

Console2

Console3

Ntp

Loghost

Tape library


3.3 Operating System

All of the Suns use the ARM standard of Solaris 7 with the current security patches.  All of the Linux machines use a version of Redhat Linux of 7.2 or greater.  Wherever possible, the Cisco equipment will use IOS 12.2.

3.4 Software

The data system software used on the production system is developed and supported by the engineering group.  The core of the data system software and processing is documented here:  http://engineering.arm.gov/ds/ops/table_of_contents.html.  

Additionally, each software package that is released includes a NOTIFICATION file, which is accessible on the system or on the web here:  http://c1.dmf.arm.gov/ds/seem/lib/releaseinfo.html.

3.5 Production

The data system software that is installed on production are the same versions of the packages that are installed on the other site data systems.  All site data system software is  kept in sync by using the “Installed Package Differences Tool”   http://engineering.arm.gov/ds/seem/lib/pkgdiff.html.  This includes the web server, DSView, and processing software (ingest/qc).  In addition, the production DMF also has the VAP software.  Generally, the only documentation available for running VAPs is in the NOTFICATION files.  It is incumbent on the DMF Operations staff to read and understand the NOTIFICATION files that come with each VAP.  The DMF operations staff manages multiple site data streams and site configuration files. (zebra, tdb, etc, icm).  The DSView operates at the DMF just like the other sites however there are differences, which are not captured in the DSView.  This includes reading data disks and running VAPs.  It is therefore necessary to do more manual monitoring of some parts of the system.

3.5.1 Services

The ARM wide mail server is part of the DMF and is maintained by the System Administrators.  It is a post.office mail server and synchronizes its mail lists with the people database at the Archive.  This is a critical ARM service.  DMF Operations are responsible for keeping it working and moderating key ARM mail lists.  

The ARM wide DNS servers run on the DMF.  The primary dns server is the authoritative master for the arm.gov domain.  When/if there are problems with it, it affects almost all of the ARM systems.  This makes downtime an extremely critical issue.  Any changes to the arm.gov domain and ARM ip space are done by the DMF system administrators.

3.5.2 Backups

The DMF backup system consists of Qualstar,  80-tape library capable of storing approximately 4 TB of backup data.  The library is used by the backup software application ‘Alexandria’, currently licensed from Computer Associates.

A full backup of all storage is performed every two weeks with incremental backups taken every night.  The backups are retained for a minimum of two months.  Long-term backups are not archived; data is stored in the ARM archive.  Systems can be recreated via standard packages, OS software and jumpstart.

3.6 Development

There are several software packages and services that are critical to the development system.  The most notable are the development web server and the license managers.  Many of the developers and users rely on the web server as a production service.  Fundamental to the developers job is the use of compilers, IDL and the purify tools.  The license managers must be configured and running for this to happen.  The DMF system administrators ensure these important services are operational.

The DMF Operations perform the configuration management (CM) function of releasing new versions of software based on requests from the BCR/ECR process.  This is a service provided to the engineering group to ensure proper protocol in the CM process.  

3.7 Other

There are several other systems with web servers that must be operational, including: engineering, task, science, dq and nsdl.  A brief description is supplied here.  For a better understanding of each server’s role, please visit the URL.  The content is managed by other groups within ARM.  The DMF system administrators ensure these important services are operational.

http://engineering.arm.gov
This Apache-based web server provides information from and for the engineering group in ARM.  This includes information on software developed by ARM and documentation related to development and engineering work.  The engineering tools (engineering, task) are considered the responsibility of the engineering group, but the systems, the daily functioning of the web servers and the oracle database are all maintained by DMF Operations.

http://task.arm.gov
Uses Extraview task management software.  This web-based application provides a single location for tracking and viewing current work being performed by the engineering group.  

http://science.arm.gov
Will allow ARM members and users  shared common space to collaborate with each other, post translator home pages, post works in progress, perform custom processing and perhaps be used as a “VAP incubator”.  It is also expected that real-time access to all ARM CART site data would be available from the DMF via this site.  The science machine functions will be managed by the translators, but the DMF Operations will support the systems including managing third-party software like IDL. 

http://dq.arm.gov
The Data Quality Office has the responsibility for reporting data quality to the ARM community.  In order to provide real-time access to the data, the dq machine is located at the DMF.  DMF Operations staff will maintain the equipment and provide DQO support, as well as immediate access to all data.

http://nsdl.arm.gov
The National Science Digital Library, which contains an “Atmospheric Visualization Collection” of data around the SGP site, will be located at the DMF.  DMF staff will maintain the equipment however the software and equipment will be managed by others.

4.0 Data Flow Operations

This section will attempt to describe the basics of “how” data flows hourly and daily to and from the Data Management Facility.  Due to the complexity, there are many steps that require monitoring.  Categories are data collection, transfer and processing.


4.1 Data Collection:

Normally the DMF is not involved in the data collection process.  However, the DMF does collect AERI01 data from the instrument located at the SGP Central Facility.  A script runs nightly that collects the data from the instrument to a machine located at the DMF.  This is a legacy process that has been running at the DMF for almost 10 years.  The DMF is responsible for ensuring that the data are collected and processed daily.  This 

is a critical task due to the fact that the ingested data from this instrument is considered to be the “mother” of all VAP input data streams.  Without this instruments output, many of the VAPS at the DMF cannot be run.

4.2 Data Transfer

Using the ARM standard site_transfer, the DMF ships and receives data throughout each day.  The DMF operations monitors this very closely to ensure expected data flow from all of the CART site sources, XDC and ultimately to the Archive.

The DMF Operations uses the site_transfer logs and manual inspections to verify the reliability of the various data reception processes.  The DMF Operations identifies anomalies and coordinates short and long-term resolution with other operations groups.  Primary responsibility for data access and data flow resides with the DMF Operations.

4.2.1 Incoming

Raw WSI data from the NSA and TWP sites is sent to the DMF via hard disk.  WSI datasets are shipped to the DMF on 18 or 36 GB removable hard drives.  Disks are logged, read, formatted and shipped back to the originating site.  In many cases the bandwidth at the sites is not adequate to ship WSI data, except for the Barrow site, which will ship WSI data nightly.  The DMF verifies that a complete dataset exists for each day.  (i.e. .dgn, .clr, .red, .blu, .nir files)  Then it is forwarded in its raw state to the ARM Archive.  Future plans are to have the data written to DVD and shipped directly to the Archive

WSI diagnostic files are also sent to the DMF from each site hourly.  These are placed in a public ftp area for the mentor to monitor the status of the instrument.  

AERI diagnostic files are sent to the DMF from NSA hourly.  These are placed in a public ftp area for the mentor to monitor the status of the instrument.

AERI data from Nauru is collected separate from the data system and is written to a 4mm tape and shipped in a container with the WSI disks every 6 weeks.  The DMF has a separate computer with a 4mm tape drive that extracts the data and moves it to a production system for processing.  This method of collection/transfer is outdated.  At this time, there is only one tape drive at the site and one at the DMF.  If a failure occurs there is no alternative method to retrieve the data.

Health and Status packets are sent from each site hourly.  These packets are used to populate the DSView snapshot web page and are used to reflect the state of a sites instruments, collections and ingests.  These packets are received with site_transfer and put away with a transfer process.

The DMF  receives raw data hourly from the SGP, NSA and TWP sites.  Data sent from the XDC site is received intermittently and has already been processed to a “b1” level. This XDC data is needed at the DMF for VAPs.  All of the sites data are delivered to the DMF via the site_transfer process and automatically stored in the data tree by an internal transfer process.  Depending on the time of year, and operational status of instruments, the following data sets should be received from the sites as indicated in the following table.

	Instrument Data Stream
	Atqasuk
	Barrow
	Darwin
	Manus
	Nauru
	SGP
	XDC

	05okm
	
	
	
	
	
	x
	x

	50rwp
	
	
	
	
	
	x
	

	915rwp
	
	x
	
	
	
	x
	

	aeri
	
	x
	
	
	x
	x
	

	aos
	
	
	
	
	
	x
	

	brs
	
	
	
	
	
	x
	

	cmh
	x
	x
	
	
	
	
	

	csphot
	
	
	
	
	
	x
	

	ebbr
	
	
	
	
	
	x
	

	ecor
	
	
	
	
	
	x
	

	g8prof
	
	
	
	
	
	x
	x

	gectoms
	
	
	
	
	
	
	x

	gndrad
	x
	x
	x
	x
	x
	
	

	irt10m
	
	
	
	
	
	x
	

	met
	x
	x
	
	
	
	
	

	mfr10
	x
	x
	
	
	
	x
	

	mfr25m
	
	
	
	
	
	x
	

	mfrsr
	x
	x
	x
	x
	x
	x
	

	mmcr
	
	x
	x
	x
	x
	x
	

	mpl
	
	x
	x
	x
	x
	x
	

	mwr
	x
	x
	x
	x
	x
	x
	

	nimfr
	x
	x
	
	
	
	
	

	rl
	
	
	
	
	
	x
	

	sirs
	
	
	
	
	
	x
	

	skyrad
	x
	x
	x
	x
	x
	
	

	sonde
	
	
	
	x
	x
	x
	

	sondebin
	
	x
	
	
	
	
	

	smet
	
	
	x
	x
	x
	
	

	smos
	
	
	
	
	
	x
	

	surflog
	
	
	
	
	
	x
	

	thwaps
	
	
	
	
	
	x
	

	tsi
	
	
	x
	
	x
	x
	

	twr10x
	
	
	
	
	
	x
	

	twr25m
	
	
	
	
	
	x
	

	twr60m
	
	
	
	
	
	x
	

	twrcam40m
	
	x
	
	
	
	
	

	vceil
	x
	x
	x
	x
	x
	x
	

	wsi
	x
	x
	
	x
	x
	
	


4.2.2 Outgoing

Data transfer from the DMF to the Archive occurs nightly.  All data, from raw to the highest processed level is sent to the Archive.  This is done automatically with a 2-step process.  First, the previous day’s data are transferred from the data tree to site_transfer directory according to a set of configuration files.  Then site_transfer delivers these data to the destination.  Operators monitor the logs daily and review feedback from the Archive for data flow problems.

The DQO has a specific set of data that they review.  It is the DMF’s responsibility to provide access to these data to the DQO in a timely and consistent manner.  

The Archive receives data from other sources including XDC and DRC.  It is the DMF’s responsibility to coordinate data flow rates with the Archive so as to not overwhelm them. 

4.3 Data Processing

There are several different types of data processing performed at the DMF.  All of the raw data from the CART sites, extended facilities, and boundary facilities is shipped to the DMF for ingest/qc processing.  This first level of processing must occur hourly to provide processed data for ARM site scientists, mentors and Data Quality Office.  The processed instrument data is used as input to the many Value Added Products (VAP) that are run at the DMF.  Occasionally, data reprocessing is done at the DMF.

4.3.1 Processing Raw Data  

Ingests are scheduled to run via ICM, using the developers recommended method listed in their notification files.  Ingests generate a0 and a1 datasets in a format acceptable for representing ARM scientific data called NetCDF (common data format).  

After the initial processing of raw data, mentorQC is applied to SGP, NSA and TWP data.  mentorQC loads various minimum, maximum and/or delta values for the given instrument, plus the attributes that describe each individual field. It obtains the “a0” or “a1” level data for a given day, and applies the quality check information to each field to produce QC’d “b1” level data.  The data are written to the data tree by zebra and tdb keys are updated with the state of the last run.  This is also scheduled to run via ICM.

The status of each ingest’s processing are sent by email to the DMF operator as events occur.  The operator reviews the logs for error messages and responds appropriately given a set of guidelines to follow.  The ingests are also be monitored with the DSView tool. 

Calibration and solar information files necessary for the QC process of the MFR type instruments are provided by the mentor through the DMF doorstep.  These files are automatically stored on the system for use by the QC processing.  DMF Operations has to validate this function is happening correctly and regularly. 

Raw datasets are checked for continuity.  If gaps are identified, one must investigate the cause.  The instrument may be broken, out for repair, etc.  In most cases the data are available, and just need to be sent to the DMF.  Problem resolution flow charts will be used to determine a logical path to follow.  Appropriate contacts will be made and follow ups done via PIF/CAR, ECR/ECO, EWR/EWO, BCR or SDS tracking ticket.
In operating the DMF, some working knowledge of the TDB is required.  For example, if data needs to be reprocessed or gets QC’d out of order, one must be able to modify the TDB.  (The min. max. and delta variables are defined in the TDB).  Understanding how the processes use the TDB can be a great help in tracking down problems and assisting engineering in resolving processing problems quickly.  The TDB is basically a complex configuration file and its role in processing is very significant. 

4.3.2 Value Added Product (VAP)

A VAP is the final stage of processing and creates the highest data level available to users.  VAPs are algorithms that use one or more data streams (instrument or VAP) as input and create one or more data streams as output.  VAP’s can be simple averaging routines (mwravg), qualitative comparisons (qme), or complicated algorithms for calculating required experimental data that cannot be directly measured via instrumentation.  The output of a VAP is a “c1” level data stream.

VAPs are run daily, weekly, monthly or whenever the required input data becomes available.  A simple database (an excel spreadsheet) is maintained to reflect these requirements, and ensure that the desired data stream is generated.  Before a VAP can be run, data availability and continuity must be verified.  A working knowledge of data streams and processes is necessary to determine when and how a VAP can be run.  There are currently 28 VAPs running in the DMF.

The key effort to producing “c1” level data is managing input data streams, monitoring process logs for problems and working with developers to resolve problems.  Interpreting the varied output of the many VAPs requires a certain level of experience.  The DMF Operations has developed this expertise to ensure efficient VAP processing.  The DMF has also established a relationship with the developers to quickly resolve problems.

4.3.3 Reprocessing

Reprocessing can either be ingest or VAP related.  A dataset may have to be reprocessed because a variable may have changed or a better algorithm developed to interpret the data.  Reprocessing data is identical to the original processing but over a longer time period.  Reprocessing requests are prioritized based on translator requirements.  

Reprocessing efforts are coordinated with the Data Reprocessing Center.  If the data streams are still available on the DMF, then processing can take place locally.  Local reprocessing is done by DMF operations on normal processing systems.  Some reprocessing efforts are unique enough that a developer must manage the reprocessing.  In this case the DMF provides the computing resources and ensures the data are delivered to the Archive.  

5.0 General Operations

The following tasks will be done by the operations staff:

· Track data flow problems from their source through dqpr, SDS tracking ticket, PIF, ECR and BCR systems.

· Submit SDS tracking tickets, PIFs, ECRs and BCRs for any issues discovered.

· Notify site ops of problems discovered.

· Notify data clients of data flow problems.

· Monitor data flow and processing throughout the day during work days.

· Using DSView processing interface at DMF

· Inspecting processing logs

· Inspecting site_transfer logs

· Inspecting clean, bundle, and other logs

· Monitor automatic emails for problems

· Using DSView snapshot pages at DMF

· Monitoring system loads

· Perform nightly backups of DMF storage

· Maintain and monitor data center UPS

· Monitor computer and services using Nagios

· Provide as available weekend support to maintain 24/7 uptime.  After hours support will be available to assist with emergencies related to production systems and services.  

· A call list/phone number will be available for after hours support for critical issues.  

· Monitor/coordinate BCR/ECR implementation impacts.

· Respond/repair security issues according to the ARM Cyber Security Plan

· Monitor and maintain the data systems according to ARM Cyber Security Plan

· Track data disk shipments

· Purchase maintenance contracts for the software, computer, network and UPS equipment.

· Manage a budget and staffing to perform operations

· Maintain data system configuration files for:

· Data transfers

· Data processing

· DSView

· Calibration files

· Jumpstart

· Operate and monitor ARM mail server

· Operate, monitor and update ARM DNS server

· Work closely with VAP developers in release and support of VAPs.

· Work closely with engineering in release and support of production software

· Release software according to ARM CM standards and BCR process

· Perform configuration management role for engineering/development systems.

· Perform as needed testing of software as part of CM process.

· Monitor reports from other sites (i.e., NSA weekly reports).

· Maintain inter-site software comparison and standardization tool

The following reports will be generated by operations:

· Daily Data stream Status Report

· Weekly Data Availability Report

· Periodic VAP Status Report

· Monthly System Status Report

6.0 Summary

The DMF Operations is responsible for operating the system infrastructure of several critical ARM systems, including the development/engineering systems, ingest/qc/VAP processing systems, and ARM-wide mail/dns systems.  Furthermore, the DMF operations staff is responsible for the problem free processing and delivery of all site data to the Archive.  Operating the DMF is a non-trivial effort and requires a close relationship with many groups in ARM to ensure this is a manageable task.

Appendix A:  DMF - Roles and Responsibilities

	
	Task
	Result/Artifact
	Staff

	1
	Maintain central point for DSView monitoring collection and ingest status for all CART sites, including the DMF. 
	Assess Data Availability

Ensure that web server is available and health & status packets are being received and displayed.
	DMF Operator 

· Nicole Rice

DMF System Administrator

· Todd Hull

	2
	Data System Backups
	Backup DMF development and production systems.
	DMF System Administrator

· Todd Hull

	3
	Monitor collection status from each site using DSView and comm. logs
	Assess status of collection for each site and notify SDS Ops of problems.
	DMF Operations

· Karen Creel

· Nicole Rice

· Tonya Martin

	4
	Monitor processing (ingest) using DSView, review ingest logs.


	Assess status of ingest processes
	DMF Operations

· Karen Creel

· Nicole Rice

· Tonya Martin

	5
	Monitor VAP processing manually and using zebra/process logs.
	Assess VAP data availability and integrity.
	DMF Operations

· Karen Creel

· Nicole Rice

· Tonya Martin

	6
	Monitor data cleaning, bundling and status.
	Review logs and notifications to ensure integrity of data flow.  (Prevent duplication and data loss).
	DMF Operations

· Karen Creel

· Nicole Rice

· Tonya Martin



	7
	Data Reprocessing
	Coordinate reprocessing efforts with DRC based on data availability at DMF
	Engineering/DMF Operations

· VAP developers

· Ingest developers

· Karen Creel

	8
	Data Retention
	Monitor and maintain a reasonable amount of data for efficient processing of VAPs and short-term data reprocessing.

(Typically 120 days)
	DMF Operations

· Karen Creel

· Tonya Martin



	9
	Computer Security
	Maintain conformance with the ARM Cyber Security Policy.
	Engineering/DMF Operations

· Richard Eagan

· Matt MacDuff

· Todd Hull

	10
	Monitor Data transfer (from sites to DMF, Archive and DQO) using manifest, and transfer logs.
	Assess status of transfer of data to DMF, Archive, XDC and DQO.
	 DMF Operations

· Karen Creel

· Todd Hull

	11
	Maintain Jumpstart Environment
	Keep environment up to date and usable.
	Engineering/DMF Operations

· Matt MacDuff

· Todd Hull

	12
	Data System Repair/Fix

Hardware & Operating System


	Initiate maintenance contract, w/24 hour replacement of parts.  Restore data system operability
	DMF Operations

· Todd Hull

· Guy Wilcox



	13
	Updated/New Data System software 
	Configuration Management
	DMF Operations

· Nicole Rice (development)

· Todd Hull (production)

	14
	Major System Updates - ECR/ECO Process
	Coordinate requirements and installation with operations.
	Engineering

· Jimmy Voyles

	15
	BCR Process
	Monitor process of planned changes for conflicts with standards or current operations.
	DMF Operations

· Karen Creel



	16
	Documentation - Applications Software
	Release approved changes to production system.
	DMF Operations

· Todd Hull

	17
	Documentation - Systems Administration  
	Maintain current documentation
	Engineering

· Jimmy Voyles

· Todd Hull

	18
	Documentation - Operator Documents
	Cookbook for how to run ingests and VAPS
	DMF  Operations

· Karen Creel

· Tonya Martin

· Nicole Rice

	19
	Performance Metrics
	Weekly/Monthly Summary of DMF Operations Activities
	· Karen Creel

· Todd Hull

· Tonya Martin

· Nicole Rice

	20
	WSI Data


	Inventory, clean disks and monitor WSI data for consistency.
	DMF Operations

· Nicole Rice



	21
	Aeri Data
	Receive and load Nauru Aeri data from tape.
	DMF Operations

· Nicole Rice


Appendix B:  DMF - Manager Relationships

	Person
	Role
	Relationship
	Artifacts

	Doug Sisterson
	Operations Manager
	Supervisor providing direction, budgeting and feedback.
	Weekly Data Coordination conference call

Monthly report (by 15th)

DMF Operations Plan (maintenance, management, budget)

	Raymond McCord
	Archive Manager
	Primary data client to DMF, dictates data flow requirements,  provides ultimate repository for ARM data and metadata (BODS, etc).
	Weekly Data Coordination conference call

Review/comment on duplicates/higher version lists daily

Work with Archive staff to resolve data naming/? issues. As needed.

Coordinate reprocessing efforts

Review and coordinate management of historical data

Provide daily data stream status report

Coordinate high and low level inter-site issues.

	Randy Peppler
	Data Quality Office Manager
	Primary data client with near-time access requirements to all data.  Needs managed physical resources to perform QA.
	Provide daily data stream status report

Notify of data stream changes

Monthly Data Review (call/email?)

Provide sys admin support and production operating env

Provide development env

	Site Scientists
	Hans Verlinde 

Scott Richardson

Chad Bahrmann (NSA)

Pete Lamb

Don Bond (SGP)

Chuck Long

Jim Mather (TWP)
	Clients who need near-term access to data and system status.  Also provide direction and coordination for specific site issues.
	Provide daily/weekly data stream status reports

Monthly attendance on each site call.

Coordinate data access and availability issues as needed.

	SDS Ops
	Ron Reed

Trent Doyle

Jim Teske
	Provide support for site data system issues.  First point of contact for up stream data flow issues.  Data suppliers.
	Report problems with remote data flow through sdsops tickets.

Coordinate updates to data flow and processing.

Weekly SDS call

	Site Ops
	Jeff Zirzow

Rune Storvold (NSA)

Jim Liljegren

Jim Teske (SGP)

Larry Jones

David Reass (TWP)
	Provides status of tasks at sites that impact instruments, and or collections, IOP’s, etc.  Second point of contact for up stream data flow issues.
	Monthly attendance on each site call.

Weekly SDS call.

Weekly reports from sites.

	Developers/

Engineering
	Brian Ermold

Richard Eagan

Kevin Widener

Jason Christy

Todd Halter

Matt Macduff

Annette Koontz

Krista Gaustad

Yan Shi

Tim Shippert

Chance Younkin

Katarina Younkin

Jimmy Voyles (Mgr)
	Provide engineered data system and processing solutions.

Provide VAP processing software.
	Data expectations app/process

Data inventory/reporting

New VAP integration

Weekly attendance of developers meeting.

Provide translation of client needs into EWO,ECO process.

	DMF Operations
	Nicole Rice

Tonya Martin

Todd Hull

Guy Wilcox
	Staff.

Operate production ingest processing, VAP processing, infrastructure and development services.  Provide system admin support.
	Weekly staff meeting

Weekly status reports


Appendix C:  Problem Resolution Flowchart

To be provided later.

Appendix D:  DMF - Staffing

	Person
	Role
	Relationship

	Karen Creel
	DMF Manager
	DMF Data Operations

	Tonya Martin
	Operations Engineer
	Data Operations/Backup DMF Manager/Operator

	Nicole Rice
	DMF Operator
	Data Operations/CM

	Todd Hull
	System Administrator
	Infrastructure/Backup Operations Engineer

	Guy Wilcox
	System Administrator
	Infrastructure/Back System Administrator


DMF Operator:  Primary responsibility is to do daily, weekly and monthly VAP processing.  Operator is responsible for watching the system.  Checking logs, to ensure there are no errors in VAP processing, that quicklooks are generated, checking DSView for collection and/or ingest errors.  Responsible for receiving and reading data disks and tapes.

Operations Engineer:  Responsible for ensuring data is processed via ICM.  Looks for and identifies potential problems with data flow, and datastreams.  Needs to understand how data flows.  Must be able to use scripting tools, and have a basic understanding of programming.  Primary tasks will focus on automating tasks and eliminating redundancy.  This person will serve as backup to the DMF operator and the DMF Manager.

System Administrator Responsibilities:  Maintain file server, jumpstart environment, backups, system monitoring software, user accounts, security, infrastructure support.  Monitor incoming/outgoing data flow.  Keep backup System Administrator up to date on changes.  Manage maintenance contracts and equipment troubleshooting, installation and repair.
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The DMF Operations actively operates and manages some of the services (red) while providing a more basic hosting of other services (black) that are owned by other parts of ARM.
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